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ABSTRACT

With quick development of digital images and the availability of imaging tools, massive amounts of images are created. Therefore, efficient management and suitable retrieval, especially by computers, is one of the most challenging fields in image processing. Automatic image annotation (AIA) or refers to attaching words, keywords or comments to an image or to a selected part of it. In this paper, we propose a novel image annotation algorithm based on neighbor voting which uses fuzzy system. The performance of the model depends on selecting the right neighbors and a fuzzy system with the right combination of features it offers. Experimental results on Corel5k and IAPR TC12 benchmark annotated datasets, demonstrate that using the proposed method leads to good performance.

1. INTRODUCTION

Nowadays, due to quick development in digital images and using different imaging tools such as mobile, camera etc., huge numbers of images are available and popularity of big visual data in many computer vision and multimedia based applications has increased. Therefore, automatic image retrieval is one of the interesting and challenging fields in the image processing. In the text-based image retrieval, the words must be associated with each single image. This means that we need to annotate images. Image annotation or tagging deals with attaching words, keywords or comments to an image or to a selected part of an image [1], [2]. The aim of image annotation is to assign the appropriate words in order to describe images as it is shown in Fig. 1 [41]. The use of images in human communication is hard and the process of digitization does not make image collections to be managed easily. Image annotation can be done by machine or humans but performing this action by humans is boring, costly, and associated with the error or ambiguity. In fact, image annotation is an automatic action which is performed by machines.

Images have low level features (color, texture, shape...), while high level features are relative words to image. Image annotation can remove this gap between low level and high level features [1], [3], [4].

Figure 1: An example for image annotation [41]

Most of the existing methods of automatic image annotation use the visual content and they often rely heavily on supervised machine learning methods [5]–[10]. But in modern applications, especially real-time applications with a large and diverse visual content, a
weak supervision which effectively and efficiently estimates tag/keywords relevance is needed. This paradigm is recently developed in references [11]-[13].

Generally, same tags/keywords are used to describe similar images. From the fact, a method called neighbor voting is proposed to annotate images [11]. Neighbor voting is a popular technique to estimate the relevance of image keywords/tags.

Neighbor voting comes with a simple yet effective mathematical model and comes with a low computational complexity. Also, this method has no limit on the number of images and the number of tags. These advantages have recently attracted substantial research attention [11], [13].

The effectiveness of neighbor voting depends on the neighbors used [11]. Identification of neighboring images is done based on low-level visual features, e.g., color, texture and local descriptors. Accordingly, to better identify the neighboring images, this paper propose an algorithm which uses fuzzy systems. Fuzzy logic for the first time was presented by Dr. Zadeh in 1965 [14]. After that fuzzy logic was used in different academic and industrial subjects [15]. Fuzzy systems are especially used in image processing and machine vision applications [15], [16]. We propose a novel neighbor voting algorithm for automatic image annotation based on fuzzy logic. As system input, given a query image annotated with keywords/tags, neighbor voting estimates the relevance of the keywords/tags with respect to the content of the query image by accumulating votes from annotated visual neighbors with the keywords/tags under consideration. In the fuzzy section, similarity scores are the fuzzy system inputs. System outputs are the best similarity score from combining features. Then, keywords/tags of k with most similar images are extracted and w keywords/tags with most repetitions in these k image are assigned to query image.

The objective of our work is to design a novel algorithm for image annotation based on neighbor voting and with the help of fuzzy systems. The rest of this paper is organized as follows: in Section II, the fuzzy logic will be explained briefly, and then in section III the designed system is completely presented in details. Experimental results of the proposed method is explained in Section IV, and finally conclusion is presented in Section V.

2. BACKGROUND

This section reviews the most important conception which are influenced in automatic image annotation.

A. Related Works

The overall image annotation approaches usually can be done either manually or automatically. The manual approach has high accuracy. Manual annotation process is expensive, time-consuming and fully depends on personality and knowledge about the subject. In automatic image annotation (AIA), machines are used instead of humans. Accuracy in this approach is lower than humans, but speed is very high and its cost is low, too. Image annotation in automatic/semi-automatic approach is divided into text-based methods and image-based methods. In Text-based methods, image annotation is based on some texts which are near to the image (like images caption in a web page). This approach cannot use the image content and is usually divided in two categories: ontology-based [17] and field-based [18].

On the other hand, Image-based methods use low level features such as color, texture, and shape to obtain annotation. Image-based methods are usually classified in two approaches: Global feature-based methods (features extraction and annotation by using single feature vector per image), Regional feature-based methods (segmentation process and feature extraction applied for every segment, annotation using a set of feature vectors per image - single feature vector per each segment).

The approaches of AIA can be classified into three following models [2], [19], [22]:

Classification-based approaches: In this approach, various classifiers are used to divide the image into different categories. Based on these categories, each category is determined by appropriate keywords (labels). References [20], [21] are two examples of this category.

Probabilistic-based approaches: In this approach, the basis is visual feature extraction and image Low-level features (color, texture, shape, etc.) from the training data and then, checking the probability distribution between the visual features of images and high-level semantic features. Finally, results from probability distribution are used for annotating a of query (new) images. References [6], [9] are two examples of this category.

Nearest-neighbor-based approaches: This method, solves image annotation as a retrieval problem. Nearest neighbors are determined by the average of several distances such as fuzzy measures [23], histogram intersection [24] and Euclidean distance [25]. Keywords are then transferred from neighbors to the given image.

A comparative study of the aforementioned schemes has been done recently in [1]. In this paper, the focus is mainly on the two major aspects of automatic image annotation, feature extraction and semantic learning/annotation [1]. A recent survey shows that tags propagated from visual neighbors are as effective as tags predicted by some heavily trained...
models for describing image content [43].

We review baseline neighbor voting in the next section. Good studies have been done on improving the method of neighbor voting. The authors of [26] proposed novel automatic image tagging method aims at automatically discovering more complete tags associated with information importance for test images. First, near-duplicate clusters are discovered. Then, the candidate tag set obtained clusters is expanded by considering the implicit multi-tag associations mined from all the clusters’ documents. A visual relevance score is also computed for each candidate tag to the test image to reduce noisy tags. In [13] in order to improve the effectiveness of the tag relevance learning technique, visually weighted neighbor voting has been proposed. The authors enhanced the effectiveness of neighbor voting by assigning a weight to each vote that is proportional to the visual similarity between the seed image and the neighbor casting the vote. The authors of [37] proposed an automatic image annotation model fuzzy and decision tree based. This approach firstly obtains association rules which represent the correlations between image features and high-level semantic concepts of training images. Then by adding the decision tree, the unnecessary rules is reduced. In [39] nearest neighbors by the average of several distances (called joint equal contribution (JEC)) are determined from different visual features. Johnson et al [42] uses image metadata to generate neighborhoods of related images, and then uses a deep neural network to blend visual information from the image and its neighbors. The authors of [36] proposed an automatic image annotation model based on the optimization of classes’ scores using particle swarm optimization (PSO). In addition, random forest classifier and normalized cuts algorithm have been applied for automatic image classification, annotation, and clustering.

### B. Baseline neighbor voting

In this section, are described the basic ideas behind baseline neighbor voting [11].

Given an image dataset $\varphi$, baseline neighbor voting estimates the relevance of a tag $w$ with respect to the content of an image $I$ as the difference between the number of images annotated with $w$ in a set of $k$ neighbors of $I$ retrieved from $\varphi$ by means of visual search and the number of images annotated with $w$ in a set of $k$ neighbors of $I$ retrieved from $\varphi$ by means of random sampling. Summary of the procedure for learning tag relevance by neighbor voting is shown in Algorithm 1 [11].

\[
\text{Prior}(w,k) = k \cdot \frac{L_w}{\varphi}
\]

where $k$ is the number of visual neighbors, $L_w$ the number of images labeled with $w$, and $\varphi$ is the size of the image dataset.

#### Algorithm 1 Baseline neighbor voting algorithm

1. Input: A user-tagged image $I$.
2. Output: $\text{tagRelevance}(w,k)$, i.e., the tag relevance value of each $w$ tag in $I$.
3. Find $k$ nearest visual neighbors of $I$ from the collection with the unique-user constraint, i.e., a user has at most one image in the neighbor set.
4. for tag $w$ in tags of $I$ do
   5. $\text{tagRelevance}(w,k)$ = 0
   6. end for
7. for image $I$ in the neighbor set of $I$ do
   8. for tag $w$ in (tags of $I$ intersect tags of $I$) do
   9. $\text{tagRelevance}(w,k)$ = $\text{tagRelevance}(w,k)$ + 1
   10. end for
   11. end for
12. $\text{tagRelevance}(w,k)$ = $\text{tagRelevance}(w,k)$ - Prior($w,k$)
13. $\text{tagRelevance}(w,k)$ = $\text{max}$($\text{tagRelevance}(w,k), 1$)

### C. Fuzzy system

In classical set theory, membership in a set is defined as either non-complete (=0) or complete (=1). In fuzzy set theory, membership in a set ranges from non-complete (=0) to complete (=1) [14]. A fuzzy logic system consists of three main parts: fuzzier, rules and inference engine, and defuzzier. These components and the general architecture of a fuzzy logic system is shown in Fig. 2.

![Fuzzy Logic System](image)

Figure 2: A Fuzzy Logic System [40].

In the process of fuzzy logic, firstly, a crisp set of input data is gathered and converted to a fuzzy set using fuzzy linguistic variables, fuzzy linguistic terms and membership functions. This step is known as fuzzification. Afterwards, an inference is made based on a set of rules. The linguistic values assigned to the input variables in the previous step fire some rules and output variables are calculated. A fuzzy rule is a simple IF-THEN rule with a condition and a conclusion. After the inference step, the overall result is a fuzzy value. Lastly, the resulting fuzzy output is mapped to a crisp output using the membership functions, in the defuzzification step [40].

Fuzzy theory from the time of presenting up to now has been known as a method that can act with the vague and unclear data well. This theory has the
ability of working on the plans that their data are not defined clearly. This matter has many uses in the management controlling systems that act on vague data. An expert fuzzy system provides relations between input spaces nonlinear data and the output spaces by means of classical outputs and inputs. This relation is done by some system IF-THEN rules. In a universe of discourse U, a fuzzy subset A of U is defined by a membership function \( \mu_A(x) \) which maps each element x in U to a real number in the interval \([0, 1]\). The function value \( \mu_A(x) \) denotes the grade of membership of x in A. The larger the value of \( A(x) \), the stronger the grade of membership for x in U is.

For demonstrating membership function we can use many methods. We have used triangle method and trapezoid method here because of their simplicity and clarity. The fuzzy systems are mostly demonstrated by these membership functions. Triangle membership is defined:

\[
A(x) = \begin{cases} 
0 & \text{if } x \leq a \\
\frac{x-a}{b-a} & \text{if } x \in (a,b) \\
\frac{c-x}{c-b} & \text{if } x \in (b,c) \\
1 & \text{if } x > c
\end{cases}
\]

And trapezoid membership is defined:

\[
A(x) = \begin{cases} 
0 & \text{if } x \leq a \\
\frac{x-a}{b-a} & \text{if } x \in (a,b) \\
\frac{c-x}{c-b} & \text{if } x \in (b,c) \\
1 & \text{if } x > c
\end{cases}
\]

Mamdani method has been used for fuzzy inference system in the proposed system. This system was presented by Mamdani for the first fuzzy control in a system that was a steam engine in London University. He used some rules for expressing human experiences in his system. Most of the today’s fuzzy control systems are made of a set of defined rules and according to Mamdeni’s method. Centroid method has also been used to defuzzification of system. The three main parts of a fuzzy system are fuzzification, rules and defuzzification module. The input data are in fuzzy format. Then, according to the defined rules in the system for the inputs necessary conclusions are done. At the next phase, the necessary wanted fuzzy outputs are produced. Finally, the data is changed to an acceptable and classic form by industrial machines. Mainly, a fuzzy system is to achieve a set of local input-output relationships that describe a process. Many applications are based on fuzzy system due to their ability to process imprecise data and ambiguous concepts [15], [16], [27].

3. PROPOSED FUZZY SYSTEM FOR IMAGE ANNOTATION

The main components of the proposed image annotation fuzzy system is shown in Fig. 2.

First, the feature extraction component extracts low-level features (color, texture and etc) from input image. In this paper, we use four features including: color moment and color correlogram to color features and, wavelet and texture moment to texture features.

![Image](image.png)

**Figure 3:** The model of the proposed method

Next, any features are obtained and compared with image dataset based on its features and the best similarity between those using Euclidean distance (Eq. 4) is obtained.

\[
ED(M^k, M^t) = \sqrt{\sum_{i=1}^{N} ED(M^k_i, M^t_i)^2}
\]

where \( M^k \) and \( M^t \) are image query and image database respectively and \( i \) is a feature range. Closer distance represents the higher similarity between images. Before it is given to fuzzy input, we separately normalize the features into a length unit between 0 and 1([0-1]). In order to normalization we use equation 5 where \( V(i) \) is input value, and \( \text{Max}(u) \) and \( \text{Min}(u) \) are maximum value and minimum value u vector, respectively.

\[
\frac{V(i) - \text{Min}(u)}{\text{Max}(u) - \text{Min}(u)}
\]

These similarities are input crisps to fuzzy system. Output fuzzy is a number which shows the best similarity between image dataset. Finally, find \( k \) nearest neighbor images with max similarity. Calculate repeat keywords from \( k \) image with max similarity and write \( N \) keywords with max repeat (Image annotation results).

For doing the necessary fuzzy processing on the data collected by the system features, first fuzzification process was done on the inputs. In order to do so three linguistic variants consisting of low,
normal and high and for output parameter variants consisting of very low, low, normal, high and very high have been used for all of the system input parameters. Expression language for system parameters is shown in Table 1.

**Table 1**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Type</th>
<th>Generate with Fuzzy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature1</td>
<td>Input</td>
<td>Low-Normal-High</td>
</tr>
<tr>
<td>Feature2</td>
<td>Input</td>
<td>Low-Normal-High</td>
</tr>
<tr>
<td>Feature3</td>
<td>Input</td>
<td>Low-Normal-High</td>
</tr>
<tr>
<td>Feature4</td>
<td>Input</td>
<td>Low-Normal-High</td>
</tr>
<tr>
<td>Similarity</td>
<td>Output</td>
<td>Very Low-Low-Normal-High-Very High</td>
</tr>
</tbody>
</table>

The presented system was completely carried out on Matlab fuzzy toolbox. In Fig. 3, system membership function of one of the inputs has been presented. Other inputs and outputs are similar. Fuzzy system will be concluded according to the dependence of every input data on the basis of the rules that defined for the system. It makes the similarity to be adjusted on its basis.

![Membership function](image)

Figure 4: An example of membership function.

In the designed system, 81 rules are considered according to the conditions of the images and also its most limits. Table 2 shows some of these rules that have been performed in the environment. For example, according to the first rule, if all of the inputs have low surface, similarity becomes very low.

**Table 2**

<table>
<thead>
<tr>
<th>Rule</th>
<th>Feature1</th>
<th>Feature2</th>
<th>Feature3</th>
<th>Feature4</th>
<th>Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Very Low</td>
</tr>
<tr>
<td>2</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Normal</td>
<td>Low</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>81</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Very High</td>
</tr>
</tbody>
</table>

4. **EXPERIMENTAL RESULTS**

Our experimental results are explained in this section.

A. **Dataset**

**Corel5k.** One of the benchmarks for evolutionary image annotation is Corel5k image dataset. This set contains 5000 images in 50 categories. In each category, there are 100 almost similar images, such as cars, sunset, animals, flowers and so on. The images are stored in JPEG format with size 192x128. The set split into 4500 training and 500 test examples. All images are also annotated from a dictionary of 374 keywords, with each image annotated by 1 to 5 keywords. Distribution number of images for keywords between 1 to 5 are 25, 341, 1416, 2708 and 18, respectively [28].

**IAPR TC12:** This set consists of 19627 images. Appropriate for testing the scalability of annotation algorithms. The set splits into 17665 training and 1962 test examples. All images are also annotated from a dictionary of 291 keywords, with each image annotated by 1 to 23 keywords and average 5.7 for each image.

To evaluate the performance annotation results we used three measures: average Precision (P), average Recall (R) and F-score (F+). The annotation precision for a test image is defined as the number of keywords that are assigned correctly, divided by the total number of keywords predicted to have the image. The annotation recall is defined as the number of keywords that are assigned correctly, divided by the number of manual keywords image. The averaged precision and recall over all test images as well as the number of individual images with positive recall are used for evaluation.

\[
Precision = \frac{\text{Number of keywords that assigned correctly}}{\text{Total number of keywords predicted}} \quad (6)
\]

\[
Recall = \frac{\text{Number of keywords that assigned correctly}}{\text{Number of manual keywords image}} \quad (7)
\]

Another measure is F-score, which is obtained from a relation between precision and recall. F-score are defined as:

\[
F - \text{score} = \frac{2 \times Precision \times Recall}{Precision + Recall} \quad (8)
\]

We adopt a combined 124-D global feature as a tradeoff between effectiveness and efficiency. The feature is calculated as follows. For each image, we extract 64-D color correlogram [29], 14-D color texture moment [30], 40-D Wavelet [31] and 6-D RGB color moment. Then, we separately normalize the three features into unit length and use the Euclidean distance as a dissimilarity measurement.

B. **Results**

We consider presented algorithm on Corel5k and IAPR TC12 datasets. Number of images for nearest
neighbors similarity and number of words to any test image are assumed to be 50 and 4, respectively.

We compare the proposed fuzzy neighbor voting algorithm to the following six state-of-the-art algorithms for automatic image annotation:

Cross-Media Relevance Model (CMRM)[32]: an automatic approach to annotate and retrieve images based on a training set of images. Regions in an image can be described using a small vocabulary of blobs. Blobs are generated from image features using clustering.

Continuous Relevance Model (CRM)[33]: A new statistical generative model for learning the semantics of images.

Non-Parametric Density Estimation (NPDE)[34]: A simple framework for automated image annotation based on nonparametric density estimation.

Multi-Instance Learning (MIL)[35]: A model based on multi-instance learning algorithm and Gaussian mixture model.

Random Forest with Clustering-Particle Swarm Optimization (RFC-PSO)[36]: The proposed approach is based on the optimization of classes' scores using particle swarm optimization. In addition, random forest classifier and normalized cuts algorithm have been applied for automatic image classification, annotation, and clustering.

Baseline neighbor voting [11]: Explained in section 2.2.

Table 3 and Fig. 4 compare the proposed models in this article and previous traditional annotation models such as CMRM, CRM, NPDE, MIL, RFC-PSO and baseline neighbor voting. Table 3 and Fig. 5 show that the proposed fuzzy method has the highest average precision, average recall and F-score AIA models on Corel5k.

Compared to baseline neighbor voting, fuzzy neighbor voting allows improving the effectiveness of image tag recommendation with 10 percent (from 0.29 to 0.32) to recall and with 8 percent (from 0.27 to 0.29) precision. We can observe similar results in F-score measure with 9 percent improvement (from 0.259 to 0.284).

Compared to baseline neighbor voting, fuzzy neighbor voting allows improving the effectiveness of image tag recommendation with 8 percent (from 0.25 to 0.27) to recall and with 11 percent (from 0.27 to 0.30) precision. We can observe similar results in F-score measure with 9 percent improvement (from 0.259 to 0.284).

5. Conclusion

Automatic image annotation process makes metadata (text or keywords) for a digital image based on its visual content. Image annotation can fill the gap between low level features (color, texture, shape, etc.)
Fuzzy Neighbor Voting for Automatic Image Annotation

Extraction and high level semantic features (text and keywords about the image).

This paper presented an algorithm for automatic image annotation using novel neighbor voting. For this purpose, a fuzzy model to combine features was used. Experimental results showed that the proposed method compared with other methods has the highest accuracy, recall and F-score AIA models. Also, fuzzy neighbor voting improved performance baseline neighbor voting to 10 percent of precision, 8 percent of recall and 11 percent of F-score.

We can identify a number of directions for future research. First, use for other features including texture, shape, edge or combination of these as fuzzy input. One way is use for the fuzzy multi-level systems that each level has one feature or combination of features. Second, classification of retrieved images before obtaining the final tags. Clustering algorithms can be used. Third, sensitivity analysis on important model parameters especially number of images for nearest neighbor’s similarity and number of words to any test image.
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