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 Gesture and motion recognition are needed for a variety of applications. The use of human hand motions as a natural interface tool has motivated researchers to conduct research in the modeling, analysis and recognition of various hand movements. In particular, human-computer intelligent interaction has been a focus of research in vision-based gesture recognition. In this work, we introduce a 3-D hand model recognition method that offers flexible and elaborate representation of hand motion. We used landmark points on the tips and joints of the fingers and calculated the 3-D coordinates of these points through a stereo vision system followed by a Hidden Markov Model (HMM) to recognize hand motions. Experimentally, in an effort to evaluate the formation of hand gestures similar to those used in rehabilitation sessions, we studied three evolving motions. Given the natural hand features and uncontrolled environment, we were able to classify and differentiate unnatural slowness or rapidness in the performance of such motions, ranging from 45% to 93%.    
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1.		INTRODUCTION	Recently, recognition of hand gestures and hand motion tracking has become an important issue in the field of human-computer interaction. Many researchers have tried or are trying to create a method to capture human gestures and hand motions using a camera [1]. The main problem in gesture recognition is to establish a fully automated and adaptable hand gesture recognition system. In general, such studies are divided into two groups: “Data-Glove based” and “Vision based.” The Data-Glove based method uses sensors to convert a hand motion to digital multi-parametric data. This method is rather expensive and elaborate. In contrast, the Vision based methods require only a camera [2], thus realizing a more natural human-computer interaction in this regard. These systems tend to complement biological vision by describing artificial vision systems that are implemented in software and/or hardware. This design poses a 

challenging problem as these systems need to be background invariant, environment-lighting insensitive, and person- and camera-independent to achieve real-time performance. Moreover, such systems must be optimized to meet the requirements, including accuracy and robustness [2, 3]. In Vision based methods, the motion of the hand is recorded by the camera. This input video is decomposed into a set of features taking individual frames into account [2]. To separate the hand from other body parts or background objects, it is necessary to use some kind of filtering. The Vision based methods are divided into two categories: “3-D Hand Models” and “Appearance Hand Models”.  The 3D hand models rely on the 3D kinematic description of the hand, providing an elaborate depiction of the hand.  To capture and generate a 3D hand model, such studies generally utilize stereo cameras and IR sensors. However, the appearance hand model approach simply utilizes image features to model the visual manifestation of the hand. Vision-
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based approaches are gaining more interest with the advantages of being intuitive, device-independent and non-contact based [4-6].  A common approach to describe human motion is to use a state-based model, such as a Hidden Markov Model (HMM) [7].  As a special case of human-computer interaction and rehabilitation, several constraints are imposed. These include complexities, background, variable lighting conditions, transforming gesture structures, real time implementation and the dependency on user and device characteristics. Numerous techniques on gesture-based interaction have been proposed, but almost no published works fulfill all the requirements stated above. Our methodology began with a basic framework that generated a 3D model of the objects; we used stereo vision and 3-D reconstruction techniques to recover the 3D hand posture. A segmentation approach was used to isolate the object of interest from other objects and to extract features of the objects. A classifier was then used and was trained based on the feature vectors of the object for a number of classes and could then be used to classify new unseen objects. Finally, the Hidden Markov Model (HMM) was used to recognize motions. The remainder of this paper is organized as follows. First, the segmentation process is discussed. Then, the theory behind stereo vision and the implementation steps as well as our basic framework for feature extraction is described. Next, the classification and recognition methods are explained. In the experimental results section, a set of classification and recognition experiments is described and analyzed. Finally, a conclusion and suggestions for future work are provided. 
2.		METHOD	Our methodology was developed for single 3D object recognition, as required for rehabilitation applications. It cannot accommodate objects in occlusion. Our methodology consists of segmentation, construction of the 3D object, classification and recognition. In this section, the theory and implementation of the proposed method are described.   

 (a)  (b) Figure 1:  (a) Original hand image and (b) segmented hand 

  Figure 2:  L*a*b* color space [11] 
A.   Segmentation Segmentation is a process that isolates the hand from the background. It is the most important step in every hand gesture recognition system. All of the following steps depend entirely on this step. Clustering is a method to separate groups of objects from others. K-means clustering is a method of cluster analysis that aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean [8]. It is essential to define the number of clusters that are needed and the distance metric. In this part, we used the K-means method to segment skin color. During the implementation process, we transferred the image to the L*a*b* color space (CIELab); with this technique, we can visually distinguish colors from one another. The L*a*b* color space consists of 'L*,' which represents the lightness coordinate, 'a*,' which represents the red/green coordinate and 'b*,’ which represents the yellow/blue coordinate. We use the color information in the 'a*' and 'b*' layers and the Euclidean distance metric to determine the difference between two colors. Figure 1 shows the result of hand segmentation and figure 2 represents the L*a*b* color space model [9-11]. 
B.  3D Hand posture recognition Binocular vision is defined as vision from two eyes where the data being perceived from each eye is partially overlapped. The overlap from the two different views is used in biological vision to perceive depth [12]. Stereo vision uses binocular vision to generate the 3D model of an object. We used this method to find and generate a disparity map, which consists of the difference in the location of an object that is viewed from two different cameras. A simple stereo vision system consists of two or more cameras that are horizontally aligned and separated by a distance called the baseline. Based on the images that are captured from the left and right cameras, we constructed a 3D model. During the implementation process, solutions to several problems were proposed using the following four 
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steps:  1. Calibration: Remove radial and tangential lens distortion.  2. Rectification: Adjust the angles and distances between the cameras.  3. Disparity Map: Find the same features in the left and right camera views (a process known as correspondence). The output of this step is a disparity map [13]. 4. Projection: Turn the disparity map into distances by triangulation. 
C.  Camera model The simple model of the camera consists of these components: an image plane R, the optical center C and the focal length [14]. Referring to Figure 3, the line perpendicular to R that goes through the optical center C is called the optical axis [14]. The point that intersects the plane R is called the principal point. There are two coordinate frames of interest in the pinhole camera model: the orthonormal 2D plane in the image plane and the camera coordinate system, which is centered at the optical center with the plane defined by two of its axes being parallel to the image plane [14]. Figure 4 shows the pinhole camera model with the image plane in front of the optical center. Equations (3) and (4) show the relationship between point P in the camera coordinate frame and its projection P’ in the image. (1) TZYXP ),,(  (2) ),,(' fyxP cc  (3) 
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This relationship can be written with homogeneous coordinates as a matrix multiplication operation where P is the projection matrix. If P’ is normalized by dividing by the third coordinate the point, it is known as the normalized image plane [13, 14]. 
D.  Intrinsic camera parameters The perspective projection can be defined using equation (6), where Q represents a 3-D point, q describes a 2-D image point and M is defined as the intrinsic camera matrix. Parameters f and C in the equation (7) represent the focal length and the principal point, respectively [12, 13]. 

 Figure 3:  Simple camera model  

 Figure 4:  Pinhole camera with image plane  (6) MQq   
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E.   Lens distortion In practice, we cannot find and use a lens with no distortion. The distortion of the lens is mainly due to intrinsic manufacturing processes. There are two models for lens distortion. The first one is for Radial distortion, which arises as a result of the shape of the lens and the second one is a tangential distortion, which arises from the assembly process of the camera. We can model the radial distortion with equations (10) and (11), where r is the distance from the point in the image plane to the optical center and < k1, k2, k3 … > 
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are the coefficients of the polynomial series. Figure 5 shows the perspective model with the radial distortion [13, 14]. (10) )1( 6
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F.  Extrinsic camera parameters Extrinsic camera parameters consist of the translation vector T and the rotation matrix R. If the point of interest is located in the coordinated frame of the camera, equation (5) can be used; however, if the point is in another coordinate frame, it needs to be transferred to the camera coordinate frame. A point in the reference coordinates frame can be transferred to the camera frame using equation (16). The relationship between the camera coordinate frame and another one is defined as the extrinsic camera parameters [13, 15, 16]. (16) )( TpRp w
T

c    

 Figure 5:  Perspective model with radial distortion  

G.  Epipolar geometry Epipolar geometry is the geometry of the stereo vision [17]. When two cameras are placed in a distinct position, they share a common viewing volume. Figure 6 shows this epipolar geometry. A point X can be visible in both the right and left cameras, where we consider it in the left camera with XL and in the right camera with XR. The image points XL, XR and X are coplanar with center points of the cameras, and this plane is called the epipolar plane. The line between the focal point of the left and right camera is called the epipolar line, and the intersections of this line with the image planes eL and eR are called the epipoles.  The important feature of epipolar geometry is that if we consider any point in the left or right image plane, we have an epipolar line in the opposite plane and we can use this rule to estimate a depth map. When considering point XL in the left plane, we cannot determine which of the points X1,X2 or X3 belong to the point XL. When we know the correct correspondence to XL in the right image plane, we can then find the depth point X. 
H.  Essential and fundamental matrices  When we want to map a point in one image and epipolar lines in the other we use an Essential Matrix, E and a Fundamental Matrix, F. Consider that we want to map a point in the left image to an epipolar line in the right image. This process consists of two steps. In the first step, the point in the left image is mapped to some point in the other image on the epipolar line and in the next step, the epipolar line is obtained while we join the right point to the epipole. The difference between E and F is that E expresses the relation between the left and right camera in the 3-D physical space while F expresses the relation in pixel coordinates. We can use equations (17) and (18) to find matrices F and E based on the locations of point P in the left and right cameras [12-14]. (17) 0l
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 Figure 6:  Epipolar geometry [17]  
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I.  Calibration Calibration is the process used to determine the intrinsic and extrinsic parameters of the camera. In the previous section, we described how to compute E and F. Equations (19) and (20) express how we can find the point P, on the right and left camera. We can also use equation (21) to express the relationship between points PL and PR. Using these three equations, we can arrive at equation (22) for rotation and equation (23) for translation [13, 18]. (19) lll TPRP   (20) rrr TPRP   (21) )( TPRP rTl   (22) T
lr RRR )(  (23) lrRTTT   In practice, we use OpenCV built in calibration function and a chessboard. Figure 7 illustrates one frame of the calibration process. 

J.  Corresponding point and 3D construct To construct a 3-D model of the hand, we used a re-projection matrix Q (24). After finding 2D points of interest and their associated disparity d, we can use equation (25) to project the point into 3D and then use X/W, Y/W and Z/W to determine the 3-D coordinates. 
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The parameters of equation (24) relate to the left image except parameter cx ′, which relates to the right image. If the principal rays intersect at infinity, then cx = cx ′ and the term in the lower right corner is 0 [13]. 

K.  Feature vector The human hand is an articulated object it can be described in this way: the base is a palm and five fingers are attached to the palm. Basically, each finger has four DOFs, two for the metacarpophalangeal (MP) joint and abduction (ABD) and another two for the proximal interphalangeal (PIP) and distal interphalangeal (DIP) joints. Figure 8 shows the hand joints [19, 20]. 

  Figure 7:  Calibration procedure  

  Figure 8:  Hand joints  

 Figure 9:  Cardboard model  When viewed from the direction orthogonal to the palm, the hand could be modeled by a cardboard model, in which each finger could be represented by a set of three connected planar patches. The length and width of each patch should be adapted to individual people. Although it is a simplification of a real hand, it offers a good approximation for motion captured under this specific viewing direction [19, 20]. The cardboard model is shown in Figure 9. If we want to determine the hand position, we only need to know the position of the tip of the fingers and the finger joints. In this work, we placed markers on these landmark points and generated the 3D position of these points using the stereo vision method. When the 3D position of each joint was determined, we added two parameters based on the 3D position: the Azimuth Angle, θ, which is defined as the angle between the positive xz plane and the projection of n onto the x plane and the Elevation Angle, φ, of n, which is defined as the angle between the x plane and the vector n (Figure 10). 
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
  Figure 10:  Azimuth Angle θ and Elevation Angle φ (26) )arctan(

x

z

n

n
  

(27) 

















22
arctan

zx

y

nn

n
  where θ = [-π,π] and ϕ = [-π/2,π/2]. The feature for each point consists of 5 parameters and we have 95 parameters for each frame or hand pose. (28)   PPPPPP zyx ,,,,  

L.  Classification To classify each hand pose based on the feature vectors defined in the previous section, we used a Nearest Neighbor method. The Nearest Neighbor method originated in the statistics field and was first considered for rule production by Fix and Hodges (1951), who performed an initial analysis of the properties of k-nearest neighbor systems. This method measures the distance between the new data and the trained data. The new data are then classified based on its nearest neighbor. For numeric attribution, this algorithm uses the Euclidean Distance method, where each data point is considered as a point in an n-dimensional feature space.  This algorithm considers that for a given data point in the feature space, the surrounding area will share the same class. The Euclidean function further assumes that all features are equally important and thus share the same scale in the feature space and that this scale is linear along each axis [21]. If the points P and Q are in n-space, the distance from P to Q is given by equations (29) and (30). (29) 22
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M.  Hidden Markov Model The HMM model is a statistical model that is successfully used in speech and gesture recognition [14]. It is composed of N state and M observation 

symbols where A is the probability of transitioning from state Si to Sj in one time-step, B is the observation symbol probability distribution and π is the initial state distribution. (31) ),,(  BA  We define the specific HMM model for hand motion recognition by considering that hand motion consists of discrete hand poses and that each hand pose can be represented as a state. We define a bounded Left-Right model; in this model, each state can transmit to the next state or itself. Figure 11 represents the Left-Right model [22-24]. 
3.		EXPERIMENTAL	RESULTS	The proposed hand gesture recognition system was tested to demonstrate its feasibility. The platform used was Microsoft Windows 7 on a PC with Intel Core 2 Duo Processor 2.66GHz and 4Gbytes main memory. Sony DFW-X71 and Logitech C300 webcams were used to capture images. The software development tools consisted of Microsoft Visual Studio 2010 with Computer Vision library OpenCV 2.2. We also used NNge implemented in weka for classification and the segmentation program was developed in Matlab R2010a. Table 1 shows the results of recognition for three evolving motions. Given the natural hand features and uncontrolled environment, we were able to classify and differentiate unnatural slowness or rapidness in the performance of such motions. Figure 12 shows the proposed system and Figure 13 shows selected motions. TABLE 1 RECOGNITION RESULT  
Motions	

Motions	Slow at the beginning Slow at the end Fast at the beginning Fast at the end Motion 1 81.01% 93.47% 51.35% 62.79% 
Motion 2 92.1% 91.36% 76.15% 82.32%
Motion 3 74.21% 70.21% 45.31% 51.86%  

 Figure 11:  HMM Left-Right model
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 Figure 12:  Proposed system  

 Figure 13:  Motions  
4.		CONCLUSION		We proposed a framework and methodology for 3D object reconstruction and representation and discussed its application for 3D object recognition. The methodology was initiated by generating a 3D model and then extracting features. The classifier learned the characteristics of points of interest based on the extracted feature and classifies hand poses. Finally, HMM was used to evaluate and recognize the movements based on the rate of the evolving motions. 
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